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Investigating a M odel with Three Categories

In this last handout, we will continue with multinomial outcomes—in this case, investigating an
outcome with three categories. It is important to note that methods designed to be used with
ordinal variables cannot be used with nominal outcomes, since they do not have ordered
categories (Agresti, 2007). In situations where there are more than two possible outcomes that
are not ordered, or where the ordinal nature of the data is not clear (or key assumptions
associated with ordinal data not supported), multinomial logistic regression is a useful procedure.
The approach is similar to binary logistic regression, but is more general because the dependent
variable is not restricted to two categories. Once again, because the outcome represents a
probability between 0 and 1, linear regression would not be appropriate.

Similar to the binary case, the multinomial approach also makes use of the logit link function.
The scores are transformed into latent continuous scores that describe the log odds of being in a
particular category versus the reference group. This is an example of a multinomial distribution
since the variance of the observed proportion depends only on the population proportion ;.
Because the variance is determined by the predicted value of m;, it is not modeled as a separate
term in the model. Similar to the binomial distribution is selected, the variance is set to a scale
factor of 1.0, which suggests it does not need to be interpreted (Hox, 2002).

The probability of being in the K different categories of the dependent variable can be
summarized as follows:

PI’Ob(Y = 1) = T,

Prob(Y =2) =y,

PI’Ob(Y = 3) = T3 = 1 - (TCli — 7'521).

Note that there are K-1 probabilities required to specify the multinomial outcome (since the last
can be calculated once the first two are known). The sampling model binomial, with a set of
dummy variables constructed such that Yy = 1 if n; = k and Yy = 0 otherwise.

The link function is a multinomial logit link. For each category k= 1,...K-1, the underlying
predicted log odds can be defined as follows:

B T | _ Prob(P=K) |
h _log[nm ]_log(Prob(P: K)]’ ®)

that is, the predicted underlying outcome (7] ) is the log odds of individual i being in category k

relative to category K (i.e., defined as the reference category). Often, either the first or last
category is selected as the reference category.

For three nominal categories, therefore, there will be two equations for 77,; and 7,; :
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Q
i = 130(1) + Zﬁq(l)xqi
=1

Q
T = 150(2) + Z:Bq(z) Xqi
=

Discriminant Analysis

Let’s examine the discriminant analysis results for classifying individuals into clerk (1),
custodian (2), and manager (3) job categories. We have 474 individuals'. Note that if you are

using this for data set for assignment, you can continue on by adding gender and minority for the

second model after you work through this first model.

For this example, we will use three variables likely to be related: (education, beginning salary,
and experience). We will calculate the prior probabilities from the data (category 1 =0.776,

category 2 = 0.057, category 3 = 0.177). In the following table, we can see that the two functions

are significant, and when the first is removed the second is still significant. This suggests both
functions are working well to classify individuals into job categories.

Table 1. Wilks Lambda

Test of Function(s) Wilks' LambdaChi-square df Sig.
1 through 2 274 607.924 6 .000
2 .765 125.629 2 .000

The standardized coefficients suggest that beginning salary dominates the classification on the
first function (which primarily separates managers from the other two categories), which
previous experience dominates in separating category 2 (custodians) from category 1 (clerks).

! Download the data set (Logistic3CategoryData.zip) from the class web page. Instructions for replicating the
corresponding models (tables 1-5) are provided at the end of this handout.
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Table 2. Sandardized Canonical
Discriminant Function Coefficients

Function

1 2
Educational Level 273 -317
(years)
Beginning Salary 871 312
Previous Experience -.224 .837
(months)

The classification rate is 87.3%, which suggests that the functions do quite well in classifying
individuals based on their beginning salary, education, and experience.

Table 3. Classification Results>®

Predicted Group Membership
Employment Category Clerical Custodial Manager Total

Original Count Clerical 342 19 2 363
Custodial 14 13 0 27
Manager 25 0 59 84
% Clerical 94.2 5.2 .6 100.0
Custodial 51.9 48.1 .0 100.0
Manager 29.8 .0 70.2 100.0
Cross-validated® Count Clerical 342 19 2 363
Custodial 14 13 0 27
Manager 25 0 59 84
% Clerical 94.2 5.2 .6 100.0
Custodial 51.9 48.1 .0 100.0
Manager 29.8 .0 70.2 100.0

a. Cross validation is done only for those cases in the analysis. In cross validation, each case is
classified by the functions derived from all cases other than that case.

b. 87.3% of original grouped cases correctly classified.

c. 87.3% of cross-validated grouped cases correctly classified.

Multinomial Logistic Regression

We can now estimate the same model using multinomial logistic regression. Table 4 displays the
two sets of coefficients comparing custodians to the reference group (clerks) and managers to the
reference group (clerks). Comparing custodians to clerks, we can see that custodians make
significantly higher salaries than clerks (since the log odds is positive). Note that the odds ratio
for beginning salary is not very revealing, since it represents the increased odds of being a
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custodian versus clerk for a one-dollar increase. Custodians also have significantly higher
months of experience (odds ratio = 1.012) but lower educational levels (odds ratio = 0.703).

Table 4. Parameter Estimates

95% Confidence
Interval for Exp(B)
Employment Lower  Upper
Category” B Std. Error Wald  Df  Sig. Exp(B) Bound Bound
Manager  Intercept -18.450 3.868 22.754 1 .000
salbegin .001 .000 39.141 1 .000 1.001 1.000 1.001
Educ 346 259 1.776 1 183 1.413  .850 2.350
prevexp -.013 .005 5506 1 019 988 977 998
Custodial  Intercept -3.983  1.559 6.528 1 011
salbegin .000 .000 6.944 1 .008 1.000 1.000 1.000
Educ -.352 .106 11.045 1 .001 .703 571 .866
prevexp .012 .002 30.389 1 .000 1.012 1.008 1.016

a. The reference category is: Clerical.

Regarding the comparison between managers and clerks, we can see mangers have significantly
higher beginning salaries and significantly lower experience levels, but years of education is not
significant in predicting group membership. Note that the very low intercepts are the result of
being the “mythical” individual who has no education (0), no experience (0), and no beginning
salary (0). We could change the coding such that we centered the predictors on the sample
averages (e.g., by using z-scores) or the lowest education in the sample (8 years).

Below we can see the classification table. We classified 91.8% correctly which was a bit better
than the discriminant analysis (87.3%). The model did better at classifying clerical and

managers, but not as well as the discriminant analysis in classifying custodians.

Table 5. Classification

Predicted
Percent
Observed Manager Custodial Clerical Correct
Manager 74 0 10 88.1%
Custodial 0 9 18 33.3%
Clerical 5 6 352 97.0%

Overall Percentage 16.7% 3.2% 80.2%  91.8%
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Defining the Discriminant AnalysisModéel (Tables 1, 2, 3) with IBM SPSS Menu

IBM SPSS syntax:

Commands

DISCRIMINANT

/GROUPS=jobcat(0 3)
/VARIABLES=educ salbegin prevexp
/ANALYSIS ALL
/PRIORS SIZE
/STATISTICS=TABLE CROSSVALID
/CLASSIFY=NONMISSING POOLED.

Launch the IBM SPSS
application program and
select the
Logistic3CategoryData.sav
data file.

1. Go to the toolbar, select
ANALYZE, CLASSIFY,
DISCRIMINANT.

This command opens the
Discriminant Analysis main
dialog box.

ﬂ Logistic3CategoryDrata.sav [DataSetl] - IBM SPSS Statistics Data Editor

= [ ] [t |

Analyze Direct Marketing Graphs

Fie Edit View Data Transform
=H = W
educ | J

5 15

2 16

3 12

4 8

5 15

6 15

[ 15

8 12

] 15

10 12

" 16
Data View | Variable View —

hscrmnan

Reports

Descriptive Statistics
Takbles

Compare Means

General Linear Model
Generalized Linear Maodels
Mized Models

Correlate

Regression

]

(]

(]

]

(]

]

]

]

]

Loglinear 13
Meural Networks (]
Claszsify 13
Dimenzion Reduction (]
Scale L3
Monparametric Tests ]
Forecasting L3
Survival L3
(]

Multiple: Response

Mizzing Yalue Analysis...

Muittiple Imputation (]
Complex Samples (]
Guality Cordrol 3

ROC Curve...
[Bbd SPES famos ..

:Visible: 8 nfBVariahIes.
n | prevexp | minarit
D00 144 =
750 36 -
D00 381
200 190
500 138
=00 67
750 114

@a TwoStep Cluster...

BB w-Means Cluster...

m Hierarchical Cluster ...

Free
E Discriminart... |}

E Mearest Meighbor ...

| gpme
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2. In the Discriminant Analysis 8 Discriminant Analysis =t
main dialog box we will —— Grouping Varabe: F——
specific the grouping variable il cdue =(a) E Jobcatl? 2  Lges J
and independent variables in |" - i qg'(:) =
the model. ;ﬁ :fe"i:('g (B o rerar e Aoy e R [ save. |
a. We will specify jobcat as the ﬂ o — , —‘ (apome
grouping variable. Click to & mansger S 3
select jobcat then click the (g |. —
right arrow button (or drag the =
variable) into the Grouping 2 Discriminant Aalysis N ——
Variable box.  Crouping Varibie R—
lobeat(13) &7 | | Statistics... |
b. Now we need to define the
range of the grouping variable [ cussiy |
(jobcat). Click DEFINE e T
RANGE button to access the & ferel ?sa'beuin | Bootstrap...|
dialog bOX' &\ et 5‘- ;:;ei:ﬁependents together
c. Remember that jobcat has 3 - smifn sepuse netred
categories (coded 1,2,3). In the ksl |
Discriminant Analysis Define [l ol ue
Range dialog box, enter the

minimum and maximum values
of jobcat (1,3). Then click the
CONTINUE button to close the
dialog box.

d. Now designate the predictors for the model. Click to select educ, salbegin and prevexp then
click the right arrow button (or drag the variables) into the Independents box.

Note: The default is Enter independents together which we’ll retain for this analysis. A stepwise
analysis would require using the stepwise method instead.

Note: Although not necessary for this example if you would like to include the means in the
output, click the STATISTICS button to access the dialog box and select Means.
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33.. FI‘OH’I the DISCI’I ml nant H Discriminant Analysis &J
Analysis main dialog box click - s
2 Discriminant Analysis Classification P w |7§tﬂﬁ5ﬁcs'" |
the CLASSIFY button to @ o i i T
access the dlalo bOX. Prior Probabilities Use Covariance Matrix =T M 'a
g () All groups equal () Within-groups 1%(~>
b. For this example change the O §% © [compute fron group sizes| O separate-groups [ goutsrep. |
default prior probabilities Display Plets
setting by selecting Compute [ casgwise results [[] combined-graups
from group means. This option B

El Summary table |:| Territo-ial map

takes the observed group size
in the sample to determine the
prior probabilities of group
membership (IBM SPSS,
2011).

c. For the display we will select Summary table which will be included in the output.

El Leaye-one-out classification

I: Replace missing values with mean

| Cun:inue[\J| Cancel || Help |
L

d. We will also select Leave-one-out classification. This option denotes that each case in the
analysis “is classified by the functions derived from all cases other than that case” (IBM
SPSS, 2011).

Click the CONTINUE button to return to the Discriminant Analysis main dialog box.

5. From the Discriminant AnalysiS | &2 pisciminant Anaiysis =

maln dialog bOX CliCk the OK T Grouping Wariable: |?|

: Statistics...
button to generate the output ﬁsa'ﬂw P | lpocatos |

minority I = |
results. & female | Dolpeinee. . | | Classify... |
&5 manager Independents: e
,{I e | Save... |
’7| f zalbegin |wl
- ﬁ prevexp

(%) Enter independents together

() Use stepwise method
|_ Selection Wariable:

|_hOK ” Paste || Reset || Cancel || Help
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Defining the Multinomial L ogistic Regression AnalysisModel (Tables 4, 5) with IBM SPSS
Menu Commands

IBM SPSS syntax: NOMREG jobcat (BASE=LAST ORDER=DESCENDING) WITH

salbegin educ prevexp

JCRITERIA CIN(95) DELTA(0) MXITER(100) MXSTEP(5)
CHKSEP(20) LCONVERGE(0) PCONVERGE(0.000001)

SINGULAR(0.00000001)

/MODEL

/STEPWISE=PIN(.05) POUT(0.1) MINEFFECT(0)
RULE(SINGLE) ENTRYMETHOD(LR)
REMOVALMETHOD(LR)

/INTERCEPT=INCLUDE

/PRINT=CLASSTABLE PARAMETER SUMMARY LRT CPS

STEP MFI.
(Continue using the (3 Logistic3CategoryData.sav [DataSet1] - IBM SPSS Statistics Data Editor Lo o= ] |
Logisti c3CategoryDat.sav Ele Edit Wiew Data Iransform| Analyze DirectMarketing Graphs Utiities Add-ons Window Help
. = i Report i = 1 ’ |
data file ) f__—} - [:] " = _S_ o ﬁ’g i @m =
Descriptive Statistics » =
Tables » | Visible: & of 8 Variables
1. Go to the toolbar, select =
’ educ | Jjo Compare Means Lol | prevexp | minori
REGRES SION’ 1 15 General Linear Model » 000 144 :
MULTINOMIAL 2 18 Generslized Linesr Modelz B T80 36 o
LOGISTIC 3 12 Mixed Models » D00 38
4 8 Correlat » 200 190
REGRESSION. R
g 15 Regression » E Automatic Linear Modeling...
6 15 Loglinear » Lineatr. ..
7 15 Meural Metworks » ([ curve Estimation...
This command opens the 8 12 Classity  |[H Particl Loast Squares..
M U|t| noml al LOgI Stl C 3 15 EERS o EE METTR b E Binary Logistic...
. . . 10 12 Scal »
Regression main dialog box. = b vt Logisti.. [
" 16 Monparametric Tests ] "
E Crdinal...
4 Forecasting » E Frobit..
Data View | Variable View Survival > _
Multinomial Logistic... Multiple Response » | B oninear .
Mizzing Yalue Analysis... m LA B
Multiple It putation » 2-Stage Least Sguares...
Complex Samples » Optitmal Scaling (CATREG)...
Guality Control b
ROC Curve...
[EM SPSS Amos...
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2. In the Multinomial LOg|St|C & Multinomial Logistic Regression &

Regression main dialog box we
will specific the dependent
variable and independent
variables in the model.

a. We will specify jobcat as the

. . 3ave. .
dependent variable. Click to A '| [Reference categony —_—t
@ | Bootstrap. ..

select jobcat then click the
right arrow button (or drag the
variable) into the Dependent
box.

Note that “Last” appears after €3 Raomncig

jobcat. This is because the @ S S——
default setting makes the last il ’ ol ol
category of jobcat (clerical) the —— | ———— —

reference category. L5

Dependent

| Model...

sduc |pbcathast}

salar,.r

513‘(151|_.5
- Refereace Catagory. . J
Crrterﬂ

6@ | H..'? Multincmial Logistic Regress on:

) -irst Lategory

QOptions. ..

y | |
\ C J=# (5 [ast Latego

() Custem

Catzgory Order

b. Since jobcat is categorical we may designate reference categories and category order by
clicking the REFERENCE CATEGORY button.

c. As noted in Step 2a, “Last Category” is the default setting and will be retained for this model.

d. We will change the category order by clicking: Descending. This option will use the highest
value of jobcat to define the first category and the lowest value to define the last category.

e. Next we need to add the 2 Multinomial Logistic Regression |2

predictor variables to the _ _
model. Click to select i ET | = | ﬁ?;:ff:;f | L Mocel. 4
salbegin, educ, and prevexp salaw_ e
then click the right arrow S | Crtgri., |
button to add them in the order a:l iy optons.. |
shown in the Covariates box. & female | Sae.

& manager | Bootstrap... |

Note that salbegin, educ, and
prevexp are continuous
variables so were entered into
the Covariates box.
Categorical variables would be
entered in the Factor(s) box.

Covariate(s):

f salbegin
d:l educ

S &) prevexp

Paste || Reset || Cancel ||

Help
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3a. We will retain the default R SV TPNT S— o
. H Multinomial Logistic Regression: Statistics - M
settings for the assorted e — (oo
modeling options but make one [l cage processing summany “““é’ —
. -Model ha
change for the display output. —
From the MU|t| n0m|al Lo ISUC [¥] Pzeudo R-zquare [] call probabities. | SR 4
. . . g Step summary Classification table I Options... |
Regr on main dlalog bOX’ Model fitting information |:| Goodness-of-fit Saye... |
Cth the STATISTICS button [] information Criteria ["] monotoniciy measures Bootstrap... |
to access the dialog box.
-Parameters =
b. For the output dlsplay we will Estimates Confidence Interval (%.): I
select SUmmary table to include Lkelood ratio tests
it in the Output. . [] Asymptotic correlations
. |:| Asymptotic covariances
Click the CONTINUE button to _ _ e
return to the Multinomial Logistic R e J

. . . @ Covariate patterns defined by factors and cowvariates
Regression main dialog box.

O Covariate patterng defined by variable list below

%Cnntinue ” Cancel ” Help

4. From the Multinomial LOngUC & Multinomial Logistic Regression m
Regression main dialog box, B
click the OK button to generate 7 e Ed —— m|
the Output results. g winurily - | T El
female

Criteria... |
Options... |

m | sawe. |
_— Bootsrap... |

&) maAaranger “actoris):

Covariate(s);

& saltegir
d:l educ
EJ ﬁ prevexp

LD oK ” 2aste || Reset || cancel || Hep ]
>




